MATHEMATISCHES INSTITUT DER UNIVERSITAT MUNCHEN
PrOF. DR. MARKUS HEYDENREICH, THOMAS BEEKENKAMP

Exercises for Stochastic Processes

Tutorial exercises:

T1. Let B be a Brownian motion and s,c¢ > 0. Show that
Xt = Bs+t — BS

and

(each defined for ¢ > 0) also define Brownian motions.

t—o00

T2. Let B be a Brownian motion. Show that % —— 0 a.s.

T3. Explain why
t
X, ::/ Buds, (t>0),
0

defines a Gaussian process. Compute its mean and covariance function.
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Homework exercises:

H1. Let B be a Brownian motion and 0 < s < ¢t. Compute P(B; > 0, B; > 0).

H2. (a) Let (X,)nen be i.i.d. with mean zero and finite positive variance and let S, :=
> o_; Xk Show that a.s.

1
liminf —,, = —
151_1;301\/5 00
and

1
limsup —=9,, = oo.
n—oo

(Hint: First prove that P(|liminf \/LES,J, | lim sup \/LES,J < C) < 1forall C >0, by
assuming the contrary and finding a contradiction with the central limit theorem.
Then apply Kolmogorov’s 0-1 law.)

(b) Let B be a Brownian motion.
Show that

: By t
limsup — = limsup — = o0

t1oo \/E t}0 \/%

and

.. t .. t
liminf — = liminf — = —0c0 a.s.

ttoo  \/t o/t

H3. (a) Let B be a Brownian motion. Show that the process defined by
Xt = Bt - tBl

for t € [0,1] is Gaussian and compute its covariance function.

(b) Show that, for 0 < t; < --- <t, < 1 and real intervals [ay, b1], ..., [an, b,], the joint
probabilities
P(Btl S [a17b1]7"'7Btn € [a’n7b7l] | ’Bl‘ SE)

converge to
P(th € [al, bl], C. 7th S [CLT“ bn])

as e — 0.

(Hint: First show that B; is independent of the vector (Xy,,..., X4, ).)
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